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Generative Adversarial Network (GAN)
A framework which has various applications.

Image-to-Image Translation

Pixel Prediction

Pathak et al. CVPR16
Zhu et al. NIPS17

Problems: Mode Collapse



GMAN ‒ Generative Multi-Adversarial Networks

Durugkar et al. ICLR17
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DDL ‒ Discriminator Discrepancy Loss

The ideal situation for GMAN: K
discriminators excels in separate region

GAN: Φ(x) = log(x); WGAN: Φ(x) = x

Larger DDL, More diversity

Durugkar et al. ICLR17



DDL Minimax Game



Layer Sharing



Results ‒ Toy Dataset

GMAN Maximize DDL Minimax DDL



Results ‒ Cifar10/STL10
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Results ‒ CelebA/ImageNet/LSUN

Vanilla Ours



Results ‒ Ablation Study



Conclusions

1. Discriminator Discrepancy Loss (DDL) to diversify multi-discriminators of
GANs.

2. Amulti-player minimax game for GANs, where Ds maximize DDL and G
minimizes DDL.

3. Layer-sharing architecture for hyperparameter efficiency and collaboration.
4. Orthogonal to existing GANs and consistently outperforms GMAN.



Questions?


